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● Many types of reasoning skills

● Many ways in which skills can be combined

● Many possible settings and tasks in which skills can be applied

● Hard to define settings that evaluate complex reasoning processes 
in a reliable and informative way.

Evaluation of complex reasoning is hard!

But there are exciting tasks that even the best models today often fail on!



Plan
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1. Core reasoning skills

2. Multimodal reasoning

3. Reasoning with background knowledge

4. Designing evaluations for complex reasoning



Core reasoning skills
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Compositional (multi-hop) reasoning
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MuSiQue dataset, Trivedi et al., TACL 2022.

Who succeeded the first 
President of Namibia?

Who was the first 
President of Namibia?

Who succeeded Sam 
Nujoma?

Hifikepunye 
Pohamba

⚠ GPT3 davinci-002 with self-ask prompting 
and an external search tool obtains 15.2 EM 
on MuSiQue 2-hop questions.  



Arithmetic reasoning
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A carnival snack booth made $50 selling popcorn each 
day. It made three times as much selling cotton candy. 
For a 5-day activity, the booth has to pay $30 rent and 
$75 for the cost of the ingredients. 

How much did the booth earn for 5 days after 
paying the rent and the cost of ingredients?

GSM8K dataset, Cobbe et al., 2021.

How much did the booth make selling cotton candy each day? ($50 x 3 = $150) 
How much did the booth make in a day? ($150 + $50 = $200)
How much did the booth make in 5 days? ($200 x 5 = $1000)
How much did the booth have to pay? ($30 + $75 = $105)
How much did the booth earn after paying the rent and the cost of ingredients? ($1000 - $105 = $895)

$895



Social reasoning
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Social IQA dataset, Sap et al., EMNLP 2019.

Alex spilled the food she just prepared all over
the floor and it made a huge mess.

What will Alex want to do next?
(a) taste the food
(b) mop up
(c) run around in the mess

(b) mop up



Temporal reasoning
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TIMEDIAL dataset, Qin et al., ACL 2021.

A: Yes, sir. May I help you? 
B: Please I’d like a ticket to New York.
A: For today? 
B: No, early Saturday morning .
A: We have a flight that we’ll put you there at ________ . Is that ok? 
B: Nothing earlier? I prefer flight at 9 thirty.
A: I’m afraid not , unless you want a night flight. 
B: No, exactly not. (a) ten AM

(b) 9:30 PM
(c) eleven AM
(d) four AM

(a) ten AM
(b) 9:30 PM
(c) eleven AM
(d) four AM

⚠ Gopher in a 5-shot setting obtains 
50.9 accuracy on TIMEDIAL 
compared to 97.8 human performance.  



Multimodal reasoning
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Who is taller, LeBron James or Stephen Curry?
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In his sophomore season in 2007–08, Curry had grown to his 
adult height of 6 ft 3 in (1.91 m) and again led the Southern 
Conference in scoring, averaging 25.5 points per game while 
adding 4.7 rebounds per game and 2.8 assists per game.

Lebron James is considered one of the greatest basketball players 
of all time, and his height has been a huge part of his success. At 
16 years old, he was 6’7″ and weighed an impressive 240 pounds. 
As he grew older and entered the NBA, his height increased to 6’8″ 
and his weight increased to 250 pounds. Currently, at the age of 
35, Lebron stands at 6’9″ and weighs 250 pounds. His height, 
combined with his athleticism and skill, has allowed him to 
dominate the sport of basketball for many years.

From: craftednba.com

Photo from Sports Illustrated



11
HybridQA dataset, Chen et al., Findings of EMNLP, 2020.

⚠ Best methods reach 
~66 EM on HybridQA.
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TabFact dataset, Chen et al., ICLR, 2020.
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MultiModalQA dataset, Talmor et al., ICLR, 2021.



Reasoning with background knowledge
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15
IIRC. Ferguson et al., EMNLP, 2020.

Wilhelm Müller was born on 7 October 1794 in Dessau, the son of a 
tailor. In 1813-1814 he took part, as a volunteer in the Prussian 
army, in the national rising against Napoleon. He participated in the 
battles of Lützen, Bautzen, Hanau and Kulm. In 1814 he returned 
to his studies at Berlin. Müller's son, Friedrich Max Müller, was an 
English orientalist who founded the comparative study of religions.

Which battle Wilhelm Müller fought in while in 
the Prussian army had the most casualties?

Battle of Lützen (1813)
Napoleon lost 19,655 
men, while the Prussians 
lost 8,500 men and the 
Russians lost 3,500 men

Battle of Bautzen
Losses on both 
sides totaled 
around 20,000.

Battle of Hanau
Overall, 4,500 French 
soldiers and 9,000 
allied soldiers were 
lost in the battle.

Battle of Kulm
The French lost more than half 
of the pursuing force of 34,000; 
The allies lost approximately 
13,000 soldiers.Kulm
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StrategyQA dataset, Geva et al., TACL, 2021.

Implicit reasoning

Did Aristotle use a laptop?

1. When did Aristotle live?
2. When was the laptop invented?
3. Is #2 before #1?

explicit

Was Aristotle alive when the laptop was invented?

implicit

No
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More implicit reasoning examples

Would a pear sink in water?
The density of a raw pear is about 0.59 g/cm^3. 
The density of water is about 1 g/cm^3. 
Objects only sink if they are denser than the surrounding fluid.

No

Would a monocle be 
appropriate for a cyclop?

Cyclops have one eye. 
A monocle helps one eye at a time.

Yes

StrategyQA dataset, Geva et al., TACL, 2021.

⚠ GPT3 and PaLM 540B obtain 
~77 accuracy on the StrategyQA dataset.
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CREAK dataset, Onoe et al., NeurIPS, 2021.

Retrieval + commonsense reasoning over entity knowledge
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CommonsenseQA2 dataset, Talmor et al., NeurIPS, 2021.

⚠ Best models on the CSQA2 
leaderboard obtain ~78 accuracy.



Designing evaluations for 
complex reasoning
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Reasoning “shortcuts”
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Chen and Durrett, NAACL, 2019.

The Oberoi Group is a hotel company with its head office in 
Delhi. Founded in 1934, the company owns and/or operates 
30+ luxury hotels and two river …

The Oberoi family is part of a hotel company 
that has a head office in what city?

Delhi

The Oberoi family is an Indian family that is famous for its 
involvement in hotels, namely through The Oberoi Group.



Various forms of bias in our 
crowdsourcing practices…
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Instructions given to crowdworkers often include biases

23
Parmar et al. EACL, 2023.

Generate 5 data instances for “Temporal reasoning”.

The question has to require “temporal” understanding regarding some events in 
the sentence. In this task, we ask you to create five different questions for finding 
out Event duration. Event Duration for events is the understanding of duration of 
event such as “brushing teeth”, usually takes few minutes.

Examples:
- How long did Jack play basketball?
- How long has the software been having this issue?
- How long is a drive from Toronto to New York City?



Instruction bias limits the coverage of the “real” task

24
Parmar et al. EACL, 2023.

Dominant pattern in the Quoref dataset:       What is the first name …

Instruction Examples Training Set Evaluation Set



What can we do about it?
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● Improve our data collection protocols – instructions should be diverse, 
measure correlation between model performance and input patterns, 
model-in-the-loop, etc.

● Build and evaluate on contrast sets / counterfactuals

● Evaluating the reasoning process itself

● More “realistic” setups – combining reasoning skills, testing reasoning 
as part of “real” tasks.



Next: Knowledge-Augmented Approaches after Pretraining
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Live Q&A
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