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Language models are powerful, but they still suffer from

® Lack of interpretability
® Inconsistency
e Limited scalability

® Restricted capabilities



About this tutorial

Q Can LLMs utilize external tools to not only expand their
capacities but also to make our NLP systems more robust,
scalable, and interpretable?

@: Neuro-symbolic approaches in the era of large language
models (LLMs): LLMs + tool use or tool augmented LLMs.

Augmented Language Models: a Survey

Augmented Language Models: a Survey Paper collection on LLM + tool use

Tool Learning with Foundation Models . H —Aal - -
TNy S—— https://github.com/xlang-ai/lim-tool-use



https://arxiv.org/abs/2302.07842
https://arxiv.org/abs/2304.08354
https://lilianweng.github.io/posts/2023-06-23-agent/
https://github.com/xlang-ai/llm-tool-use

Tutorial agenda

e Motivations

e Introduction to LLM + tool use
o LLM + tool use in the perspective of executable language grounding
o LLM + tool use examples
e Recent methods of LLM + tool use
o LLM prompting for tool use
o LLM finetuning/pretraining for tool use
e Other recent related work
o Tool making
o Planning
o Code generation
e Challenges and future work



Human + tool use: motivations

e As humans, we have limited time and memory,
feel tired, and have emotions.

e Human + tool use

Enhanced scalability

Improved consistency

Greater interpretability

Higher capacity and productivity
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https://www.tm-robot.com/en/why-you-should-automate-your-assembly-lines/
https://www.pbs.org/newshour/health/a-new-ruling-could-chip-away-at-the-affordable-care-act-most-in-the-u-s-see-health-care-as-a-basic-right

LLMs + tool use: motivations

e Just like humans, LLMs suffer from the similar
limitations. But in the same way,
e LLMs +tooluse
o Enhanced scalability
o Improved consistency
o Greater interpretability
o Higher capacity and productivity

“~ | Hugging Face

matpl«tlib

Q  Search Google or type a URL %

https://www.npr.org/2011/12/23/143833929/myth-busting-the-truth-about-animals-and-tools
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LLMs + tool use in perspective of executable language grounding

Ground language models into executable actions

e Mapping natural language instructions into code or actions executable within various
environments such as databases, web applications, and robotic physical world.

e LM (planning and reasoning) + actions

User

S Large <+—--- Stack the blocks on the empty bowl. ®
a Language _
B - Model
l Policy Code
o block names = d tect_objects(" blocks )
[ J— owl_names etect_objects("bowls")

fo bowl_name i bowl_r names

if is_empty(bowl_name):

empty_bowl = bowl_name

break

objs_to_stack = [empty_bowl]|+ block_names .
stack_objects(objs_to_stack),

def is_empty(name):

def stack_objects(obj_names):
n obJs len(obj_names)
for i in range(n_objs - 1):
obJO obj_names[i + 1]
ob]1 = obJ names[i]
=(obj@, obj1)

: Robotic physical world
Data analysis Web/Apps

https://code-as-policies.github.io/



LLMs + tool use in perspective of executable language grounding

LLMs + tool use in executable language grounding tasks
Inputs
e Language: user question/request
e Toolkit: code, APIs to search engines, self-defined functions, expert models...
e Environment: databases, IDE, web/apps, visual and robotic physical world...
Outputs

e Grounded reasoning code/action seq that can be executed in the corresponding

environment

o What tools to select, when and how to use the selected tools



Example of LLMs + tool use in executable language grounding

LLMs + tool use in executable language grounding
e Language: user question/statement about a database
e Toolkit: code, APIs to NLP functionalities (expert models)

e Environment: databases, SQL/Python IDEs

Binder:
Binding Language Models in Symbolic Languages

Zhoujun Cheng*"2, Tianbao Xie*', Peng Shi®, Chengzu Li', Rahul Nadkarni3, Yushi Hu3, Caiming Xiong®,
Dragomir Radev’, Mari Ostendorf3, Luke Zettlemoyer38, Noah A. Smith34, Tao Yu'3
"The University of Hong Kong, 2Shanghai Jiao Tong University, 3University of Washington,
4Allen Institute for Al, SUniversity of Waterloo, ®Salesforce Research, 7Yale University, 8Meta Al

Project website: https://Im-code-binder.github.io, ICLR 2023


https://lm-code-binder.github.io

Binding Language Models in Symbolic Languages

Input

Knowledge:

Question:

Shirt Made_in
[:e:gl:)s% cotton | _I; e; a_il; _____________ Bolo us.
" Rewralsynior | |+ S0%coton | Jo7-7 Lucofand o
comfortable fit... . I Timber B Mexico
e VT ) __ s Turkey

Which is the best-selling shirt made in North America and with no chemicals?

Sales
500
900

400

600

Price
$29.8
$19.8
$25.9

$31.8



https://lm-code-binder.github.io/

LLM + no tool

Question:  Which is the best-selling shirt made in North America and with no chemicals?

InPUt Shirt Made_in Sales Price
Details =00 e __
o 100% cotton Details Eolo us ST $29.8
Knowledge: ® 220GSM (6.5 0z) o 90%cotton, | Je---" Luckyland us. 900 $19.8
e Natural stretch for 10‘; ovesier |1
comfortable fit.. , epoyester | -l __ Timber B Mexico 400 $25.9
® ... -
---- Office Turkey 600 $31.8

End-to-End
Input
GPT-3
Codex
Pros
°  General
Cons
e  Xinterpretable
. X Scalable
e X Robust
Luckyland

Binding Language Models in Symbolic Languages x tool use



https://lm-code-binder.github.io/

LLM + no tool

Question:  Which is the best-selling shirt made in North America and with no chemicals?

InPUt Shirt Made_in Sales Price
. S - i _D_e;a_“; ___________ Polo us. 500 $29.8

Knowledge: : ﬁé?ﬁgmt(éfc ng)or - 90% ;;;tggt'er _______ Luckyland us. 900 $19.8
. C.f.mfortable fit... .  Jrl-- Timber B Mexico 400 $25.9
------ Office Turkey 600 $31.8

End-to-End Chain-of-Thought
Input
GPT-3
Codex Pros
i °
Cons
Reasoning path °

Polo, Luckyland, Timber Bay are from
North America. Polo and Office are
of no chemicals. Luckyland has the
most sales of 900. So the shirt is
Luckyland.

Luckyland

Uninterpretable & not robust

Binding Language Models in Symbolic Languages x tool use x tool use

+ Improved but still...

Klnterpretable

Unreliable answer entailment
X Scalable

X Robust



https://lm-code-binder.github.io/

Bi

inding Language Models in Symbolic Languages

LLM + code

InPUt Shirt Made_in Sales Price
Details =00 —eeeee o ____
e 100% cotton Details Eclo us e O
Knowledge: e 220GSM (6.5 0z) 9 - Luckyland us. 900 $19.8
e Natural stretch for ° ?g;’ ;;ﬂggt’er 1
comfortable fit... . Yester | b -f--- Timber B Mexico 400 $25.9
® ...
---- Office Turkey 600 $31.8
Question:  Which is the best-selling shirt made in North America and with no chemicals?
End-to-End Chain-of-Thought Semantic Parsing/Code Generation
Input
GPT-3
Codex
Pros
l ° Interpretable
soL ° +/Scalable
SELECT Shirt FROM T WHERE ° +/Robust
Shirt NOT LIKE ‘%chemicals%’
AND Made_in = ‘North America’ ConS
ORDER BY Sales DESC LIMIT 1 ° XCapabIe

Uninterpretable & not robust

X tool use

}

SQL/Python
Interpreter

|
<Empty>

Unreliable answer entailment

X tool use tool use: sQL/Python



https://lm-code-binder.github.io/

Bi

LLM + code and NLP expert function APIs

inding Language Models in Symbolic Languages

InPUt Shirt Made_in Sales Price
Details =00 e __
e 100% cotton Details Eclo us e O
Knowledge: ® 220GSM (6.5 oz) o - Luckyland us. 900 $19.8
e Natural stretch for ° ?g;’ cglttggt’er 1
comfortable fit... o poester |k Timber B Mexico 400 $25.9
® ...
---- Office Turkey 600 $31.8
Question:  Which is the best-selling shirt made in North America and with no chemicals?
End-to-End Chain-of-Thought Semantic Parsing/Code Generation LLM + tool use: Binder (ours)

Unreliable answer entailment

X tool use

Uninterpretable & not robust

X tool use

Input

|

GPT-3
Codex

!

Binder-SQL

SELECT Shirt FROM T WHERE

Fcodex(“No chemicals?”;Shirt)="‘yes’ AND
Feodex(“North America?”;Made_in)="‘yes’
ORDER BY Sales DESC LIMIT 1

oo

SQL/Python
Interpreter

|

Polo

GPT-3
Codex

Vvtool use:

Limited PL grammar capacity

Vtool use: SQL/Python

Why
LLM + tool use?

SQL/Python + NLP expert model APIs

Pros
° Interpretable
° /Scalable
° +Robust
° /Capable



https://lm-code-binder.github.io/

LLM + code: PAL, PoT

Chain-of-Thought (Wei et al., 2022)
—(Input )

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 tennis balls. 2 cans of 3 tennis
balls each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of
bread did they have left?

N o

Program-aided Language models (this work)

—(Input )
Q: Roger has 5 tennis balls. He buys 2 more cans of

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 tennis balls.
tennis_balls = 5

2 cans of 3 tennis balls each is

bought balls = 2 * 3

tennis balls. The answer is

answer = tennis_balls + bought_balls

Q: The bakers at the Beverly Hills Bakery baked 200

loaves of bread on Monday morning. They sold 93 loaves

in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of bread
did they have left? /

/{ Model Output )
A: The bakers started with 200 loaves. They sold 93 in
the morning and 39 in the afternoon. So they sold 93 +
39 = 132 loaves. The grocery store returned 6 loaves. So
they had 200 - 132 - 6 = 62 loaves left.

The answer is 62.

PAL: Program-aided Language Models
rogram of Thoughts Prompting: Disentangling Computation from Reasoning for Numerical Reasoning Tasks

P

/{ Model Output )
: The bakers started with 200 loaves
loaves_baked = 200

They sold 93 in the morning and 39 in the afternoon
loaves_sold morning = 93

loaves_sold afternoon = 39

The grocery store returned 6 loaves.

loaves_returned = 6

The answer is

answer = loaves_baked - loaves_sold morning
- loaves_sold afternoon + loaves_returned

v

Question: In Fibonacci sequence, it follows the rule that each number is equal to the sum of the preceding two numbers.

Assuming the first two numbers are 0 and 1, what is the 50th number in Fibonacci sequence?

1 length_of_fibonacci_sequence = 50

[The first number is 0, the second number is 1, therefore, the | fibonacci_sequence = np.zeros(length_of_)

third number is 0+1=1. The fourth number is 1+1=2. The fifth | fibonacci_sequence[0] = 0

Inumber is 1+2=3. The sixth number is 2+3=5. The seventh fibonacci_sequence[1] = 1

Inumber is 3+5=8. The eighth number is 5+8=13. For i in range(3, length_of_fibonacci_sequence):

- (Skip 1000 tokens) fibonacci_sequence]i] = fibonacci_sequence[i-1] +

iThe 50th number is 32,432,268,459. fibonacci_sequenceli-2]

[ CoT | Jans = fibonacci_sequence[-1] PoT

N\ ‘ /
12,586,269,025

(!

b # python

V x

32,432,268,459



https://arxiv.org/abs/2211.10435
https://arxiv.org/abs/2211.12588

Wel

LLM + APIs to search/browser for gathering information

Retrieval augmented language models

e CoveredinYuchen and Michi’s sessions

e Another ACL tutorial by Akari Asai, Dangi Chen, Sewon Min, Zexuan Zhong

WebGPT: Browser-assisted question-answering with
human feedback

ACL 2023 Tutorial:
Retrieval-based Language Models and Applications

% Te

Akari Asai', Sewon Min!,  Zexuan Zhongz, Danqi(ﬁhen2

WUniversity of Washington, 2Princeton University

Sunday July 9 14:00 - 17:30 (EDT) @ Metropolitan West

bGPT: Browser-assisted question-answering with human feedback

Model: Browsing (I

I how do this year's oscar winners compare to recently released movies for box office sales?

Finished browsing o

Q searched: “2023 Oscar winners box office sales compared to recently released movies™

R Clickedon: # Oscars 2023: Everything Everywhere All at Once Domi... (3

leased movies box office sales”

estic Box Office For Mar 16, 2023 - Box Office Mojo 7

(& Finished browsing

The 2023 Oscar winner for Best Picture, "Everything Everywhere All at Once," earned $100
million at the box office . Recently released movies such as "Scream VI" have grossed
$58,529,284 in its first seven days”. While "Scream VI" has had a strong start at the box office,
it's worth noting that "Everything Everywhere All at Once" has had a longer run in theaters to
accumulate its $100 million in box office sales.

ChatGPT + browsing


https://arxiv.org/abs/2112.09332

LLM + webs/apps or personalized functions

] i New chat
Function calling example

Now, let's calculate the calories for this
‘What's the weather like in Boston right now? . : .
recipe using WolframAlpha.

Step1- OpenAl API
Call the model with functions and the user’s input

Request Response

curl https://api.openai.com/vl/chat/completions -u :
od: 3 -06

Greens Restaurant - San
Francisco, CA on OpenTable

Used Wolfram|Alpha v

The total calories for the Chickpea Salad

recipe are approximately 862 dietary
Calories il

ChatGPT + Plugins: third-party apps/webs, Function calling

ReAct: Synergizing Reasoning and Acting in Language Models
https://openai.com/blog/chatgpt-plugins

Mind2Web: Towards a Generalist Agent for the Web



https://arxiv.org/abs/2210.03629
https://openai.com/blog/chatgpt-plugins
https://arxiv.org/abs/2306.06070

LLM + APIs to expert models

addition, there are five detected objects as

giraffe with score 99.9%, zebra with score 99.7%, zebra
with 99.9%, giraffe with score 97.1% and zebra with
score 99.8%. The bounding boxes are shown in the
above image. | performed image classification, object
detection and image caption on this image. Combining

IV Response

the predictions of [~
, &8 and (¥

models, | get the results for you.

e N e o i

Generation

Prediction

>

x (¥ HuggingGPT LLM as Controller % HuggingFace
Can you describe this picture and count how I e
[£Q|_|] many objects in the picture? },lTa.Sk i
J aning .
Prediction < facebook/
. detr-resnet-101 |
: TR 11 Model { )

A text can describe the given image: a herd of Selection »| III Task Execution
giraffes and zebras grazing in a fields. In @ [

~——

¥ nlpconnet/

.. Vit-gpt2-image-captioning

HuggingGPT: Solving Al Tasks with ChatGPT and its Friends in HuggingFace
Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models
TaskMatrix.Al: Completing Tasks by Connecting Foundation Models with Millions of APls


https://arxiv.org/abs/2303.17580
https://arxiv.org/abs/2304.09842
https://arxiv.org/abs/2303.16434

LLM + code, robotic arm, expert models: Code as Policies

User
Large <+—--- Stack the blocks on the empty bowl. ®
Language
Model APIs
Control APIs
l Policy Code
block_names = detect_objects("blocks")
bowl_names = detect_objects("bowls")
for bowl_name in bowl_names:

if is_emp
empty_b
break
objs_to_sta
stack_objec

)

def stack_o
n_objs =
for i in
objo
obj1

ty(bowl_name):
owl = bowl_name

ck = [empty_bowl] |+ block_names
ts(objs_to_stack)

def is_empty(name):

bjects(obj_names):
len(obj_names)
range(n_objs - 1):
obj_names[i + 1]
obj_names[i]
ace(objo, obj1)

Code as Policies: Language Model Programs for Embodied Control

Do As | Can, Not As | Say: Grounding Language in Robotic Affordances
ProgPrompt: Generating Situated Robot Task Plans using Large Language Models
Mind's Eye: Grounded Language Model Reasoning through Simulation


https://arxiv.org/abs/2209.07753
https://arxiv.org/abs/2204.01691
https://arxiv.org/abs/2209.11302
https://arxiv.org/abs/2210.05359

Tutorial agenda

e Motivations
e Introduction to LLM + tool use
o LLM + tool use in the perspective of executable language grounding
o LLM + tool use examples
e Recent methods of LLM + tool use
o LLM prompting for tool use
o LLM finetuning/pretraining for tool use
e Other recent related work
o Tool making
o Planning
o Code generation
e Challenges and future work



LLM prompting for tool use

PAL: Program-aided Language Models

Chain-of-Thought (Wei et al., 2022)
Input
i N

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 tennis balls. 2 cans of 3 tennis
balls each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of
bread did they have left?

o A
/—(Mudel Output \\,
A: The bakers started with 200 loaves. They sold 93 in
the morning and 39 in the afternoon. So they sold 93 +
39 = 132 loaves. The grocery store returned 6 loaves. So
they had 200 - 132 - 6 = 62 loaves left.

The answer is 62.

p x 7

Program-aided Language models (this work)

—{Input
Q: Roger has 5 tennis balls. He buys 2 more cans of \

tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 tennis balls.
tennis_balls = 5

2 cans of 3 tennis balls each is

bought balls = 2 * 3

tennis balls. The answer is

answer = tennis_balls + bought_balls

Q: The bakers at the Beverly Hills Bakery baked 200
loaves of bread on Monday morning. They sold 93 loaves
in the morning and 39 loaves in the afternoon. A grocery
store returned 6 unsold loaves. How many loaves of bread
\\did they have left?

/{ Model Output ) ~

A: The bakers started with 200 loaves

loaves_baked = 200

They sold 93 in the morning and 39 in the afternoon

loaves_sold morning = 93

loaves_sold afternoon = 39

The grocery store returned 6 loaves.

loaves_returned = 6

The answer is

answer = loaves_baked - loaves_sold morning
- loaves_sold afternoon + loaves_returned



https://arxiv.org/abs/2211.10435

LLM prompting for tool use

Details
e 100% cotton

Knowledge: e 220GSM (6.5 0z)
e Natural stretch for
comfortable fit...
® ...
Question:

Shirt Made_in
Polo Us.
Details
e 90%cotton, | _=7-"" Luckyland us.
10% polyester L_ . .
O w == Timber Bay Mexico
"""" Office Turkey

Which is the best-selling shirt made in North America and with no chemicals?

Binding Language Models in Symbolic Languages

LLM + tool use: Binder (ours)

Input

|

GPT-3
Codex

J

Binder-SQL

SELECT Shirt FROM T WHERE

fcodex(“No chemicals?”;Shirt)=yes’ AND
fcodex(“North America?”;Made_in)=‘yes’
ORDER BY Sales DESC LIMIT 1

b

SQL/Python
Interpreter

GPT-3
Codex

Polo

## WikiTQ

Generate SQL given the question and table to answer

the question correctly.

CREATE TABLE Electoral district of Lachlan(
row_id int,
member text,
party text,
term text)
/%
3 example rows:
SELECT * FROM w LIMIT 3;
row_id member party term
0 john ryan none 1859-1864
1 james martin none 1864-1869
2 james watson none 1869-1880
*/

Sales Price
500 $29.8
900 $19.8
400 $25.9
600 $31.8
<——— Task/tool description
<¢—— environment description

Q: of the members of the third incarnation of the lachlan, ¢

who served the longest?
Binder: SELECT member FROM w ORDER BY
f("How long does it last?"; term)

DESC LIMIT 1

User question

~— | Output code bounded with

API calls



https://lm-code-binder.github.io/

LLM + tool use for QA and decision making: ReAct

( ]

1 (2) AlfwWorld )

You are in the middle of a room. Looking quickly around
you, you see a cabinet 6, a cabinet 1, a coffee machine 1,
a stove burner 1, and a toaster 1.

a countertop 3,

Your task is to: Put some pepper shaker on a drawer.

( )|
s - | (2a) Act-Only | Act 6: Go to countertop 3
Act 1: Go to drawer % Obs 6: On the countertop 3, you see a apple 1, a bread 1,
Obs 1: The drawer 1 is closed. || a pepper shaker 1, and a vase 3.
Act 2: Open drawer 1 ) . Act 7: Take pepper shaker 1 from countertop 3
Obs 2: You open the drawer 1. The drawer 1 is open. In it, Obs 7: You pick up the pepper shaker 1 from the countertop 3.
you see a dishsponge 2, and a spoon 1.
Act 8: Think[Now I find a pepper shaker 1. Next, I need to
Act 3: Go to sinkbasin 1 put it in/on drawer 1. ]
Obs 3: On the sinkbasin 1, you see a dishsponge 3, a Act 9y Go to drawer: 1
spatula 1, and a spoon 2. Obs 9: Drawer 1 is closed.
Act 4: Take peppershaker 1 from sinkbasin 1 Act 10: Open drawer 1
Obs 4: Nothing happens. Obs 10: You open Drawer 1 ..
Act 5: Take peppershaker 1 from sinkbasin 1 Act 11: Put pepper shaker 1 in/on drawer 1
L Obs 5: Nothing happens. \Obs 11: You put pepper shaker 1 in/on the drawer 1. \//

Ie \

7 l (2b) ReAct (Reason + Act) J N
Act 1: Think[First I need to find a pepper shaker...more
likely to appear in cabinets (1-6), countertops (1-3), ... 1

Act 2: Go to cabinet 1 3
Obs 2: On the cabinet 1, you see a vase 2 . < observations

(Here the agent go to cabinet 1, then cabinet 2, 3, then countertop 1 and 2)

ReAct: Synergizing Reasoning and Acting in Language Models


https://arxiv.org/abs/2210.03629

LLM finetuning/pretraining for tool use: TALM

Language Model

_input - output

Tool Augmented Language Model

_input — toolinput [/ tool result — output

call ] append
external 4 tool

tool result

TALM: Tool Augmented Language Models

TALM: Tool Augmented Language Models

Toolformer: Language Models Can Teach Themselves to Use Tools
MRKL Systems: A modular, neuro-symbolic architecture that combines large language models, external knowledge sources and discrete reasonin



http://arxiv.org/abs/2205.12255
https://arxiv.org/abs/2302.04761
https://arxiv.org/abs/2205.00445

LLM finetuning/pretraining for tool use: Toolformer

The New England Journal of Medicine is a registered
trademark of [QA(“Who is the publisher of The New
England Journal of Medicine?”) — Massachusetts
Medical Society] the MMS.

Out of 1400 participants, 400 (or [Calculator(400 / 1400)
— 0.29] 29%) passed the test.

The name derives from “la tortuga”, the Spanish word for
[MT(“tortuga”) — turtle] turtle.

The Brown Act is California’s law [WikiSearch(“Brown
Act”) — The Ralph M. Brown Act is an act of the

WiKkIPEDIA

7.89
456
321
088

California State Legislature that guarantees the public's
right to attend and participate in meetings of local
legislative bodies | that requires legislative bodies, like
city councils, to hold their meetings open to the public.

TALM: Tool Augmented Language Models
Toolformer: Language Models Can Teach Themselves to Use Tools
MRKL Systems: A modular, neuro-symbolic architecture that combines large language models, external knowledge sources and discrete reasonin



http://arxiv.org/abs/2205.12255
https://arxiv.org/abs/2302.04761
https://arxiv.org/abs/2205.00445

LLM finetuning/pretraining for tool use: Toolformer

LMDataset —» | — — —
Sample API Calls Execute API Calls Filter API Calls with API Calls
x ., = Pittsburgh is c;' = What other name is r;! = Steel City L(c,' — Steel City) x* = Pittsburgh is
: also known as Pittsburgh known by? <min(L(c' - &), L () also known as
[QA(What ...?
r? = United States L(c?— United States) — Steel City)]
the Steel City.

X, = the Steel City c;2 = Which country is

Pittsburgh in? = min(Li(cl.2 — £), Ll.(g))

Toolformer: Language Models Can Teach Themselves to Use Tools
ToolkenGPT: Augmenting Frozen Language Models with Massive Tools via Tool Embeddings
Gorilla: Large Language Model Connected with Massive APls


https://arxiv.org/abs/2302.04761
https://arxiv.org/abs/2305.11554
http://arxiv.org/abs/2305.15334

Tutorial agenda

e Motivations

e Introduction to LLM + tool use
o LLM + tool use in the perspective of executable language grounding
o LLM + tool use examples
e Recent methods of LLM + tool use
o LLM prompting for tool use
o LLM finetuning/pretraining for tool use
e Other recent related work
o Tool making
o Planning
o Code generation
e Challenges and future work



Other recent related work: LLM as tool maker

Use a few instances Reuse the tool to solve
to make a tool similar instances
i j Requests

o \NQ

Tool Maker <3 Reusable Tool Tool User

LATM: Large Language Models as Tool Makers

Large Language Models as Tool Makers


https://arxiv.org/abs/2305.17126

Other recent related work: planning via classical resolver

Module Generated Text Provided Text Context Ex. P & Ex. Sol
-
Problem (P) Problem (P)
}*> +  Plan :}u» -+  Plan
Domain LM
\_
LLM-As-Planner LLM-As-Planner (In-context Learning)
-
Context  Ex. P & Ex. PDDL Domain PDDL
v
Problem (P) —* @ C@D —  Plan
LLM Planner LLM
v v
Problem PDDL PDDL Plan
\

An Example PDDL Problem File Written by GPT-4 with Context

Context (shaded):

Prompt: Description of Problem (P1) + Context + Provide me with the problem PDDL file
that describes the planning problem directly without further explanations.

GPT-4 (the generated problem PDDL):

(:objects bl b2 b3 b4 b5 )

(:init (arm-empty) (on-table bil) (on b2 bl) (on b3 b4)
(on b4 b2) (on b5 b3) (clear b5)))

(:goal (and (on bl b2) (on b3 b5) (on b4 b1)))

Planner:

(unstack b5 b3) (putdown b5) (unstack b3 b4) (stack b3 b5)
(unstack b4 b2) (putdown b4) (unstack b2 bl) (putdown b2)
(pickup bl) (stack bl b2) (pickup b4) (stack b4 bl)

LLM + P (In-context Learning)

LLM+P: Empowering Large Language Models with Optimal Planning Proficienc:

PDDL Planning with Pretrained Large Language Models



https://arxiv.org/abs/2304.11477
https://openreview.net/forum?id=1QMMUB4zfl

Other recent related work: code generation

Step 2: Code execution

A Programming Problem l 1
[+instruction b
; ) | Executor
(__Pre-trained Language Model ) ! Step 1: Code
v | v i generation A
Code Solution 1 Dual : Test Case 1 i Feedback
Code Solution 2 Execution : Test Case 2 !
Code Agreemient::| Test Case | Froblem Model Code  Explanation
Generation | O . Generation | 4
. Step 3: Code explanation —>
The Best Code Solution L
. () from pygments import * © 0-shot Python Function Completion Reviewer: check program via p(xly)
Generate. HT"ML.wuhpython , code = ‘print(“reading docs”)’ i m—— 2 = th
syntax highlighting for Retriever 0 s = highlight(code, PythonLexer(), 15] ) Rilislerais ik
‘print(‘reading docs’) HtmlFormatter()) def get_decimal(num: float): def f(num: float):
""" return the decimal part frac, whole = math.modf (num)
Pygment is a generic syntax highlighter A formatter takes the token stream and writes it~ @ of the input number return frac
@ wanouputfie... ikt # write a docstring for the
A lexer splits the source into tokens, fragments ... CLasSTH O M Bt {or # above function
Format tokens as HTML 4 <span> tags with ... Coder: Samp]e program via p(y|x) def f(num: float):

class PythonLexer
For Python source code @ 9 frac, whole = math.modf (num)
return frac

wnn

return the decimal part
of the input number

nnn

CodeT: Code Generation with Generated Tests
Teaching Large Language Models to Self-Debug
DocPrompting: Generating Code by Retrieving the Docs
Coder Reviewer Reranking for Code Generation


https://arxiv.org/abs/2207.10397
https://arxiv.org/abs/2304.05128
https://arxiv.org/abs/2207.05987
https://arxiv.org/abs/2211.16490

Challenges and future work

e Complexity: more complex domain professional/unseen tools?
e Interactivity: go beyond single turn?
e Evaluation: multiple possible solutions? Real-time interactive evaluation?
e Efficiency: smaller models?
e Reliability: know when to abstain, know its capacity, memorizing and querying tools?
e Others
o Better tool API design/tool making?

o Personalization?



Thank you!

General tutorial site Paper collection on LLM + tool use
https://wenting-zhao.qgithub.io/complex-reasoning-tutorial/ https://github.com/xlanq—ai/IIm—tooI—use



https://github.com/xlang-ai/llm-tool-use
https://wenting-zhao.github.io/complex-reasoning-tutorial/
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LangChain Agent
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