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Reasoning in the Wild

“Provide a design for a disk topology for a NAS built on TrueNAS Scale, as well as a dataset layout,”
said a user to ChatGPT. This query exemplifies user requests in natural settings, where answering requires
resolving ambiguity, having world knowledge, and reasoning about the context. This is an example I col-
lected in WildChat [14]. In contrast, as shown in Figure[T] (a), past approaches often use unnatural datasets
to train and evaluate language models (LMs). These datasets are labeled by a small group of annotators who
follow contrived instructions. An example of such an unnatural question crafted for multi-hop reasoning is,
“Did Aristotle use a laptop” [3]]. Models optimized for these unnatural datasets may not reason well on real-
world user queries due to distributional shifts, and evaluations based on these datasets may not accurately
reflect the performance of language models in applications.

My research is centered on the two challenges above, summarized in Figure|l|(b). First, I develop tech-
niques that can accurately reason in real-world scenarios. Here, I combine neural models with probabilistic
methods to train strong reasoning models without reliance on labeled data. Second, I create benchmarks
that reliably reflect the performance of LMs when deployed in the real world. To achieve this goal, I de-
vise methods to gather large-scale data from user interactions observed in natural environments and focus
evaluation on real-world use cases.
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Figure 1: Comparison of past approaches for training and evaluating LMs with my research vision. In my work, I train
LMs to reason without relying on labeled data, and I evaluate LMs using natural user data.

1 Reasoning in Real-world Scenarios
A major challenge hindering the advancement of language models is the increasing difficulty and cost of
collecting expert annotations on complex reasoning problems. For example, answering finance-related ques-
tions requires multi-hop reasoning, where it is crucial to identify relevant information from various sources
such as company filings, social media discussions, and market trends. However, the question of how to fur-
ther improve these models’ ability to tackle more complex real-world problems, especially those that very
few experts know how to solve, remains open. To address this challenge, I develop unsupervised approaches
that enable language models to leverage learning signals from the models themselves [8}; [10] and from the
structure of the problem itself [6; [7].
Signal from Models. As mentioned above, real-world questions often require connecting multiple pieces
of information across different contexts to derive a conclusion. To improve language models in multi-hop
reasoning, I developed a probabilistic model that explicitly captures relationships between multiple pieces
of relevant information without supervision [8]. Figure[2|illustrates the generative process: given a question,
the model identifies a set of relevant documents, selects a set of pertinent sentences within each document,
and generates an answer based on these sentence sets. The key to achieving multi-hop reasoning lies in
modeling reasoning as a distribution over sets rather than individual documents or sentences, allowing for
explicit consideration of dependencies between elements.

My model leverages signals from itself and does not require explicit supervision for intermediate
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reasoning steps; it learns autonomously by analyzing
which sentence sets assign high probabilities to correct
answers. To achieve this, I treat sentence sets as a la-
tent variable and train models with max-marginal likeli-

Emily Beecham is best known for her role in a television
series whose second season premiered on what date?
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hood as the objective. As a model signal, sentence sets
that improve the answer probability are up-weighted to
be considered the correct sets. I approximate the set
distribution using hierarchical top-k sampling. Empiri-
cal evaluations on four multi-hop QA datasets demon-
strate that our method significantly outperforms state-of-
the-art unsupervised methods in retrieving correct sen- Step 3
tences. Notably, this work was among the first to train
LMs using self-generated reasoning chains to perform
self-improvement, along with approaches like STaR [15]]
and Quiet-STaR [[16]]. Recently, OpenAl ol models have
also begun producing reasoning chains in similar styles.
Signal from Problem Structures. Reasoning over real-world scenarios requires abductive reasoning,
which infers the most likely explanations from incomplete observations. For example, consider the ob-
servation, “Cameron disliked sushi, but he stayed and ate more.” What could be the possible reasons?
Abduction is an important skill for Al systems to make sensible decisions in real-world scenarios where
information is partial.

To enable language models (LMs) to perform abductive reasoning without human supervision, I lever-
aged a key structure of the problem: the plausibility of one explanation can rule out others. I developed a
method that explicitly models the mutual exclusivity of explanations [7]. My approach first samples lan-
guage models to generate a large set of candidate explanations and then trains the models to assign higher
probabilities to plausible explanations over implausible ones. To train the models, I maximize the marginal
likelihood of the incomplete observations given all candidate explanations. I designed a posterior regu-
larization (PR) term to enforce mutual exclusivity between plausible and implausible explanations. This
PR minimizes the entropy of the explanation distribution until it reaches a certain threshold determined by
the largest possible number of plausible explanations. By doing so, it guides the model toward making
definitive distinctions between explanations. We analytically show that PR reaches the lowest loss when
explanations are mutually exclusive: as the model learns to classify some explanations as plausible and
others as implausible, the loss continues to decrease, eventually dropping to zero once mutual exclusivity
is achieved. Through this process, LMs learn from their own explanations and leverage mutually exclusive
rules to prioritize the most plausible ones. In summary, we introduce an analytically grounded posterior
constraint that bridges theoretical insights with empirical validation: our evaluations demonstrate that this
method consistently outperforms state-of-the-art zero-shot approaches, including GPT-3.
Community-building Efforts. I am devoted to expanding the reasoning community. At ACL 2023, I led
a tutorial on complex reasoning in natural language with over 500 attendees [9]. At EMNLP 2023, I chaired
a Bird-of-a-Feather social session on Building Language Reasoners. At ACL 2024, I organized the second
Workshop on Natural Language Reasoning and Structured Explanations that had over 50 submissions [[1]].
At COLM 2024, I organized a social event for research discussions that attracted over 300 students.
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Figure 2: Multi-hop reasoning from model signals.
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2 Grounding Reasoning Challenges in Natural Settings

Accurate evaluations of LMs are essential for measuring progress and identifying failure modes. Existing
evaluations typically follow a paradigm where researchers recruit crowdworkers to create test examples for
specific domains or skills in unnatural environments. However, this method introduces significant biases and
diverges from the natural interactions between users and LMs, resulting in a lack of diversity and practicality.
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My work focuses on addressing this issue by (1) collecting data sources that enable researchers to create
truly real-world benchmarks [[14]], and (2) developing novel benchmarks in natural settings [11}[12].

Data Sources from Real-world Scenarios. To

compile data for studying real-world LM use Iwore a cheap necklace that has been

cases, I introduced WildChat, a dataset compris- silver-plated. After two times of wearing it started
ing one million user-ChatGPT conversations that to look yellowish. Might it have something to do
occur in the wild [[14]. The data was collected YV'th the tropical climate I live in?

by offering online users free access to ChatGPT
in exchange for their consent to collect and share
their conversations. To avoid the pitfalls of prior 2\ How cani clean it off?

similar datasets that contain only unnatural con- Figure 3: A multi-turn conversation from WildChat.
versations on narrow topics, we did not impose

specific topics or perform interventions during our data collection. This approach allowed users to inter-
act naturally with the chatbot for their own use cases. This service has been used by people from over
100 countries and has collected conversations in over 70 languages, resulting in an extremely diverse range
of topics, from finance to food, from code to medicine, and from geography to astronomy. An example
multi-turn conversation from WildChat is shown in Figure E} Since its release, over 1,300 researchers have
applied to use our dataset for various purposes, including Al safety, fairness, and alignment research. Most
notably, both Anthropic and OpenAl use WildChat to test whether their LMs are overly sensitive in refusing
to provide answers due to detected inappropriate content

Novel Benchmarks. Approximately 30% of information-seeking questions are unanswerable in real-
world scenarios. While existing language models can identify such questions, they often fall short in help-
ing users reformulate them, limiting their practical utility. To address this gap, I investigated how humans
reformulate questions and the strategies they employ to correct errors. Drawing from these insights, I de-
veloped CouldAsk, a benchmark for document-grounded question answering (QA) focused on studying
question reformulation [11]. This benchmark introduces a novel evaluation metric, the entity overlap ratio,
which measures the percentage of entity overlaps between the original and machine-reformulated questions,
demonstrating 50% higher agreement than traditional edit distance. Evaluating state-of-the-art LMs on
CouldAsk, we found that the best-performing model converts unanswerable questions to answerable ones
only 37.86% of the time, achieving an entity overlap ratio of 39.73%. My analysis reveals that many unsuc-
cessful reformulations result from models rephrasing or repeating the original questions. Additionally, LMs
struggle more with reformulations requiring global edits than those needing local adjustments. CouldAsk
thus presents a real-world challenge for LMs, driving improvements that enhance user experience. Since its
release, CouldAsk has been downloaded over 7000 times on HuggingFace.
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A Roadmap Initiative. To sustainably expand the collection of real-world data sources, we bring together
interdisciplinary experts to assess the opportunities and challenges of realizing an open ecosystem for human
feedback in Al. Our collaborative effort has resulted in the creation of a comprehensive roadmap [2]. In
this roadmap, we identify the primary challenges associated with open human feedback, review current
approaches, and propose actionable recommendations. We envision the essential components necessary to
support a sustainable and open human feedback ecosystem and call for initiatives to advance this vision.

3 Future Work

Superhuman reasoning through LMs and formal methods. Formal methods like theorem provers and
satisfiability solvers offer correctness but often lack scalability, while LMs excel in scalability and adapt-
ability yet lack inherent correctness. By fusing these two paradigms, we can leverage their complementary
strengths to achieve superhuman reasoning capabilities, such as proving new theorems or discovering novel
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knowledge. Building upon my previous work using SAT solvers for theorem proving [S]], which faced scala-
bility limitations, and my research in code generation where leveraging execution feedback improved LMs’
capabilities [[13], I aim to integrate LMs and formal methods in a synergistic way. My vision is to create sys-
tems where LMs enhance the scalability of formal methods by effectively guiding search processes through
exponential proof spaces, improving efficiency without compromising correctness. Simultaneously, I plan
to incorporate formal verification tools into LMs to provide assurances of correctness and build trust in their
generated solutions. This involves integrating formal specifications, static analysis, and other verification
techniques into the training and inference processes of LMs. For instance, we can use LLMs to draft le-
gal contracts and use formal verification tools to check for compliance with relevant regulations or identify
potential legal risks or inconsistencies within large bodies of text. By combining the strengths of LMs and
formal methods, we can develop systems that are both scalable and correct by construction — unlocking the
potential for Al to perform complex reasoning tasks at superhuman levels. I look forward to collaborating
with experts in formal methods, machine learning, and software engineering to advance this research direc-
tion and contribute to the development of next-generation Al systems capable of groundbreaking reasoning.
Evaluation of superhuman reasoning. Current benchmarks for LMs focus on tasks that humans perform
well, such as college-level exams and fixing GitHub issues. Small updates to existing models often quickly
saturate these benchmarks, offering limited insights into the true potential and limitations of advanced LMs.
To push the boundaries of LMs from an evaluation perspective, I plan to curate benchmarks that sit at or
beyond the frontier of both current model capabilities and human skills. These benchmarks are crucial
because they present challenges beyond the reach of current models, making advancement difficult without
fundamental breakthroughs in modeling techniques or architectural designs. By tackling tasks that demand
more than incremental improvements, we can drive the development of next-generation models capable of
superhuman reasoning.

I believe that for evaluations to be meaningful, we need to identify tasks that are difficult for humans to

perform but easy for humans to verify. Such tasks challenge models in new ways, while ensuring that the
correctness of their outputs can be assessed. As an initial effort, I proposed a benchmark that challenges LMs
to generate software libraries from scratch [13]. This task is inherently difficult because a complex library
such as networkx takes a team of engineers years to create. However, the verification of the generated code
is straightforward through unit testing. I plan to extend the development of such benchmarks to other real-
world domains with high economic or societal value beyond software engineering. This strategy inspires the
development of new models that can handle complex, real-world problems. By pushing LMs to operate in
domains where human expertise is limited, yet verification remains feasible, we open the door to Al systems
contributing to areas like scientific research and engineering in transformative ways.
Long-tail reasoning in high-risk domains. High-risk domains such as medicine and autonomous driving
require systems to reason effectively about long-tail, uncommon situations. For example, consider a person
who uses a massage chair and subsequently develops small, itchy, red welts on their back. A possible
explanation for this rare occurrence is vibratory urticaria — a real but uncommon medical condition where a
person is allergic to vibrations. A significant challenge in this area is the lack of data. I aim to collaborate
with domain experts to incorporate specialized knowledge and domain-specific structures into the learning
process. This collaboration will help integrate expert insights and mitigate data scarcity by infusing models
with nuanced understanding from the field. Second, trustworthiness is critical in high-risk domains. I intend
to build upon my previous work [8] to develop explainable methods where models not only make predictions
but also provide natural language explanations for their reasoning. By offering transparent insights into
their decision-making processes, these models can help experts build trust and facilitate the adoption of Al
systems in sensitive applications. Finally, in my prior work, I evaluated models’ capabilities to reason about
such uncommon scenarios [4}[10]. To extend this evaluation to more realistic settings, I plan to leverage my
expertise in collecting real-world data to mine these long-tail scenarios in the wild, thereby enhancing the
validity of the evaluations.
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