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ABSTRACT

Chatbots such as GPT-4 and ChatGPT are now serving millions of users. De-
spite their widespread use, there remains a lack of public datasets showcasing how
these tools are used by a population of users in practice. To bridge this gap, we
offered free access to ChatGPT for online users in exchange for their affirmative,
consensual opt-in to anonymously collect their chat transcripts. From this, we
compiled (INTHE)WILDCHAT, a corpus of 650K user-ChatGPT conversations,
which consists of over 1.6 million interaction turns. We compare WILDCHAT
with other popular user-chatbot interaction datasets, and find that our dataset of-
fers the most diverse user prompts, contains the largest number of languages, and
presents the richest variety of potentially toxic use-cases for researchers to study.
In particular, in WILDCHAT we find that a majority of the potentially unsafe use
is produced by users attempting to “jailbreak” the model using prompts posted
on online platforms; these are successful more than 70% of the time for Chat-
GPT. Finally, because it captures a broad range of use cases, we demonstrate the
dataset’s potential utility in fine-tuning state-of-the-art instruction following mod-
els. WILDLLAMA, a chatbot fine-tuned on WILDCHAT, outperforms the latest
Vicuna model of the same size on MT-Bench, which shows that WILDCHAT has a
high utility in addition to being a source for toxicity study. We release WILDCHAT
and WILDLLAMA at https://wildchat.allen.ai under AI2 ImpACT
Licenses1.

1 INTRODUCTION

Conversational agents powered by large language models have become ubiquitous, being used for
a variety of applications ranging from customer service to personal assistants. Notable examples
include OpenAI’s ChatGPT and GPT-4 (OpenAI, 2023), Anthropic’s Claude 2 (Bai et al., 2022;
Anthropic, 2023), Google’s Bard (Google, 2023), and Microsoft’s Bing Chat (Microsoft, 2023).
Combined, these systems are estimated to serve over hundreds of millions of users (Vynck, 2023).

The development pipeline for such conversational agents typically comprises three main
phases (Zhou et al., 2023; Touvron et al., 2023): (1) pre-training the language model, (2) fine-
tuning it on a dataset referred to as the “instruction-tuning” dataset to align the model’s behavior
with human preferences, and (3) optionally applying Reinforcement Learning from Human Feed-
back (RLHF) to further optimize the model’s responses (Stiennon et al., 2020; Ouyang et al., 2022;
Ramamurthy et al., 2023). While the base model training data is abundant and readily available,
the crucial instruction-tuning datasets are often proprietary, leading to a gap in accessibility for
researchers who wish to advance the field (Zheng et al., 2023a).

1https://allenai.org/impact-license
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Table 1: Basic Statistics of WILDCHAT compared to other popular conversation datasets. Token
statistics are computed based on the Llama-2 tokenizer (Touvron et al., 2023).

#Convs #Users #Turns #Prompt Tokens #Response Tokens #Langs

Alpaca 52,002 - 1.00 19.67±15.19 64.51±64.85 1
Open Assistant 46,283 13,500 2.34 33.41±69.89 211.76±246.71 11
Dolly 15,011 - 1.00 110.25±261.14 91.14±149.15 1
ShareGPT 94,145 - 3.51 94.46±626.39 348.45±269.93 41
WILDCHAT 652,139 191,256 2.52 205.91±602.83 398.00±390.57 66

Existing user-chatbot interaction datasets are primarily of two types: natural use cases (Zheng et al.,
2023a) and expert-curated collections (Taori et al., 2023; Wang et al., 2022). However, these datasets
usually have limitations. Natural use cases, consisting of actual user interactions, are mostly propri-
etary. As a result, researchers often have to rely on expert-curated datasets, which usually differ in
their distribution from real-world interactions and are often limited to single-turn conversations.

To bridge this gap, this paper presents the (INTHE)WILDCHAT dataset (later referred to as WILD-
CHAT for brevity), a comprehensive multi-turn, multi-lingual dataset consisting of 650K complete
conversations, encompassing over 1.6 million interaction turns collected via a chatbot service pow-
ered by the ChatGPT and GPT-4 APIs. All data is gathered with explicit user consent.

WILDCHAT serves multiple research purposes: First, it provides a closer approximation than exist-
ing chatbot datasets to real-world, multi-turn, and multi-lingual user-chatbot interactions, filling a
critical gap in the available resources for the research community. Second, analysis shows that the
WILDCHAT is more diverse than existing datasets in terms of languages and semantics. Third, we
find a surprisingly high level of toxicity in this dataset – over 10% of interactions – shedding light
on an urgent area for intervention, and also providing data for studying and combating toxic chatbot
interactions. Fourth, we demonstrate the effectiveness of the dataset for instruction-tuning chatbots
– simply fine-tuning a language model on the raw dataset outperforms state-of-the-art open-source
chatbots2, showcasing its potential to be further curated to create better instructional tuning datasets.

2 DATA COLLECTION

Methodology To collect WILDCHAT, we deployed two chatbot services 34, one based on the GPT-
3.5-turbo API and the other based on the GPT-4 API. Both services were hosted on Hugging Face
Spaces and made publicly accessible. We note that the users do not need to create an account or
enter any personal information in order to use our services. For a detailed view of the user interface,
please refer to Appendix A. The dataset was generated from April 10, 2023, to November 9, 2023.
We will continue to provide the services and update the dataset as we collect more conversations.

User Consent Mechanism Given the ethical considerations surrounding data collection and user
privacy, we implemented a user consent mechanism. Users were initially presented with a “User
Consent for Data Collection, Use, and Sharing” agreement. This document outlined the terms of
data collection, usage, and potential sharing, ensuring transparent interaction with the users. Users
can only access the chat interface after consenting to these terms and acknowledging a secondary
confirmation message. Further details on the user consent mechanism are elaborated in Appendix B.

Data Preprocessing The aforementioned data collection step yields 1,770,353 conversation logs5,
which contain both partial conversations and complete conversations. To identify and remove the

2Existing chatbot benchmarks do not evaluate a model’s safety measures. Therefore, even with the presence
of toxic content in WILDCHAT, it does not impact the models’ ability to learn instruction-following from the
dataset, as long as appropriate filtering and safety measures are applied during the fine-tuning process. This is
especially true if we can leverage the conversations in which ChatGPT has successfully rejected inappropriate
prompts, further enhancing the model’s ability to handle similar situations in the future.

3https://huggingface.co/spaces/yuntian-deng/ChatGPT
4https://huggingface.co/spaces/yuntian-deng/ChatGPT4
5The chatbot service’s backend operates on a turn-based system.
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partial conversations, we check if a conversation log is a pre�x of any other conversation log; this
processing step results in 697,763 complete conversations. We then make the best effort to remove
personally identi�able information (PII) in the conversations. We also �lter out 15,262 conversa-
tions with either consecutive user turns or consecutive assistant turns to maintain a consistent user-
assistant turn-taking format. Finally, we drop 30,353 conversations where we did not collect users'
agreement before they use our chatbot service. These preprocessing steps together left us 652,139
conversations.

3 DATASET ANALYSIS

(a) (b)

Figure 1: (a): Distribution over turns. (b): Distribution over the top 10 languages.

In this section, we present the basic statistics of WILD CHAT and compare it to other popular conver-
sation datasets. We show that WILD CHAT encompasses a wider range of languages, features more
diverse user prompts, and showcases a richer variety of toxicity phenomena than the other datasets.

WILD CHAT comprises 652,139 full conversations consisting of 1,646,031 turns. By counting the
number of unique IP addresses, we estimate that 191,256 users have contributed to WILD CHAT.
The average conversation length is 2.52 turns. Figure 1a presents a distribution of the number of
conversation turns, where a turn refers to one round of user-assistant interaction. Approximately
43.27% of conversations contain multiple turns. Although most conversations have fewer than 10
turns, the distribution exhibits a long tail. Additionally, we utilize lingua-py6 to to determine the
language at the turn level. We combine Latin with English and only considered languages that
were detected more than 100 times to account for potential false positives. Overall, we identify 66
languages. Figure 1b shows the distribution of the top 10 languages. English is the most prevalent
language, representing 50.73% of the turns. Chinese and Russian follow, constituting 18.13% and
10.56% of the dataset, respectively.

Table 1 presents a comparative analysis of the basic statistics between WILD CHAT and four other
prevalent conversation datasets — Alpaca (Taori et al., 2023), Open Assistant (Köpf et al., 2023),
Dolly (Conover et al., 2023), and ShareGPT7. WILD CHAT contains �ve times more conversations
than ShareGPT, has 11 times more users contributing prompts, and provides the longest average user
prompts and assistant responses among the compared datasets. Furthermore, in contrast to Alpaca's
model-generated user prompts, Dolly's expert-written prompts, and Open Assistant's crowdsourced
prompts, WILD CHAT features authentic user prompts obtained from real user-chatbot interactions.
Finally, it is worth mentioning that although ShareGPT also consists of real user-chatbot interactions,
a major difference between our corpus and ShareGPT lies in the handling of user consent. In our
corpus, we have obtained explicit user consent to share and publish their data, while ShareGPT

6https://github.com/pemistahl/lingua-py
7https://sharegpt.com/
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Table 2: Entropy of unigram distribution on each dataset. Higher entropy indicates more diverse
distribution. We boldface the highest entropy and underline the second highest entropy.

Alpaca Dolly Open Assistant ShareGPT WILD CHAT

English Only 6.82 7.28 7.23 7.30 7.36
All Languages 6.82 7.28 7.88 7.32 7.93

Table 3: Percentage of most used languages in the multi-lingual conversation datasets.

English Chinese Russian Spanish French German Other

Open Assistant 56.02 4.08 10.25 17.56 3.28 3.87 4.94
ShareGPT 92.35 0.19 0.00 0.31 1.92 0.32 4.91
WILD CHAT 50.73 18.13 10.56 2.23 3.12 1.63 13.58

does not have the appropriate license for data sharing. For this reason, ShareGPT is posted on
HuggingFace by an anonymous user8.

Lexical Diversity We now turn to analyzing the diversity of the user prompts in our dataset. We
�rst examine the lexical diversity of user prompts in each dataset by comparing the entropy of their
unigrams. Due to the multilingual nature of WILD CHAT, it may be biased to have a larger number of
unique unigrams. Therefore, we perform this analysis on both the entire dataset and the English-only
portion. Table 2 shows that WILD CHAT has the highest entropy for both English conversations and
conversations in all languages, indicating its superior lexical diversity compared to other datasets9.

Figure 2: Data coverage evaluated by testing how
well one dataset (y-axis) explains another dataset
(x-axis). The heatmap shows the average NLLs of
�ne-tuning Llama-2 7B on one dataset and evalu-
ating NLLs on the other datasets, using 70% data
for training and 30% for validation. We only used
the �rst-turn user prompts.

Language Diversity Table 3 displays the lan-
guage breakdown at the turn level in differ-
ent conversation datasets. Although ShareGPT
contains multiple languages, English accounts
for 92.35% of the turns. Open Assistant and
our corpus have 56.02% and 50.73% English
turns, respectively. Additionally, these two
datasets complement each other in terms of
the languages covered: Open Assistant has
17.56% Spanish turns, while our corpus only
has 2.33%; conversely, our corpus has 18.13%
Chinese turns, while Open Assistant has a mere
0.31%.

Data Coverage To test the coverage of each
dataset, we �ntuned a Llama-2 7B model on
each dataset and then use it to measure how
likely other datasets are. If a dataset “cov-
ers” another dataset, then we would expect the
Llama-2 7B model trained on this dataset to be
able to “explain” data from the other dataset,
resulting in a lower negative log-likelihood
(NLL). The results are visualized as a heatmap
in Figure 2. This �gure shows that the Llama-2
7B �ne-tuned on WILD CHAT achieves the low-
est NLL scores on Open Assistant and ShareGPT (excluding the models that are directly trained on
such datasets), while its NLL scores on Alpaca and Dolly remain close to the best NLL scores.

8https://huggingface.co/datasets/anon8231489123/ShareGPT_Vicuna_unfilte
red

9A dataset with more conversations does not necessarily have higher entropy. For example, although Dolly
has signi�cantly fewer conversations than Open Assistant, Dolly is of a higher entropy than Open Assistant.
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